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1
DETERMINING COMPREHENSIVENESS OF
QUESTION PAPER GIVEN SYLLABUS

BACKGROUND

The present application relates generally to an improved
data processing apparatus and method and more specifically
to mechanisms for automatically determining the compre-
hensiveness of a question paper given the syllabus of topics.

With the increased usage of computing networks, such as
the Internet, humans are currently inundated and over-
whelmed with the amount of information available to them
from various structured and unstructured sources. However,
information gaps abound as users try to piece together what
they can find that they believe to be relevant during searches
for information on various subjects. To assist with such
searches, recent research has been directed to generating
Question and Answer (QA) systems, which may take an
input question, analyze it, and return results indicative of the
most probable answer to the input question. QA systems
provide automated mechanisms for searching through large
sets of sources of content, e.g., electronic documents, and
analyze them with regard to an input question to determine
an answer to the question and a confidence measure as to
how accurate an answer is for answering the input question.

One such QA system is the Watson™ system available
from International Business Machines (IBM) Corporation of
Armonk, N.Y. The Watson™ system is an application of
advanced natural language processing, information retrieval,
knowledge representation and reasoning, and machine learn-
ing technologies to the field of open domain question
answering. The Watson™ system is built on IBM’s
DeepQA™ technology used for hypothesis generation, mas-
sive evidence gathering, analysis, and scoring. DeepQA™
takes an input question, analyzes it, decomposes the ques-
tion into constituent parts, generates one or more hypotheses
based on the decomposed question and results of a primary
search of answer sources, performs hypothesis and evidence
scoring based on a retrieval of evidence from evidence
sources, performs synthesis of the one or more hypotheses,
and based on trained models, performs a final merging and
ranking to output an answer to the input question along with
a confidence measure.

Various United States Patent Application Publications
describe various types of question and answer systems. U.S.
Patent Application Publication No. 2011/0125734 discloses
a mechanism for generating question and answer pairs based
on a corpus of data. The system starts with a set of questions
and then analyzes the set of content to extract answer to
those questions, U.S. Patent Application Publication No.
2011/0066587 discloses a mechanism for converting a
report of analyzed information into a collection of questions
and determining whether answers for the collection of
questions are answered or refuted from the information set.
The results data are incorporated into an updated informa-
tion model.

SUMMARY

In one illustrative embodiment, a method, in a data
processing system, is provided for determining comprehen-
siveness of a question paper given a syllabus of topics. The
method comprises finding, by an answer and evidence
generator of a question answering system executing on the
data processing system, one or more answers based on the
syllabus of topics for each question in the question paper.
The method further comprises identifying, by the answer
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and evidence generator, evidence for the one or more
answers in the syllabus for each question in the question
paper. The method further comprises identitying, by a con-
cept identifier of the question answering system, a set of
concepts in the syllabus corresponding to the evidence for
each question in the question paper to form a plurality of sets
of concepts. The method further comprises determining a
value for a comprehensiveness metric for the question paper
with respect to the syllabus of topics based on the plurality
of sets of concepts.

In other illustrative embodiments, a computer program
product comprising a computer useable or readable medium
having a computer readable program is provided. The com-
puter readable program, when executed on a computing
device, causes the computing device to perform various ones
of, and combinations of, the operations outlined above with
regard to the method illustrative embodiment.

In yet another illustrative embodiment, a system/appara-
tus is provided. The system/apparatus may comprise one or
more processors and a memory coupled to the one or more
processors. The memory may comprise instructions which,
when executed by the one or more processors, cause the one
or more processors to perform various ones of, and combi-
nations of, the operations outlined above with regard to the
method illustrative embodiment.

These and other features and advantages of the present
invention will be described in, or will become apparent to
those of ordinary skill in the art in view of, the following
detailed description of the example embodiments of the
present invention.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The invention, as well as a preferred mode of use and
further objectives and advantages thereof, will best be
understood by reference to the following detailed descrip-
tion of illustrative embodiments when read in conjunction
with the accompanying drawings, wherein:

FIG. 1 depicts a schematic diagram of one illustrative
embodiment of a question/answer creation (QA) system in a
computer network;

FIG. 2 is a block diagram of an example data processing
system in which aspects of the illustrative embodiments may
be implemented;

FIG. 3 illustrates a QA system pipeline for processing an
input question in accordance with one illustrative embodi-
ment;

FIG. 4 is a block diagram illustrating a system for
determining the comprehensiveness of a question paper
given the syllabus of topics in accordance with an illustra-
tive embodiment;

FIG. 5 illustrates a forest of trees of concepts covered by
questions in a question paper in accordance with an illus-
trative embodiment;

FIG. 6 is a flowchart illustrating operation of a mechanism
for determining coverage of a syllabus by a question paper
in accordance with an illustrative embodiment; and

FIG. 7 is a flowchart illustrating operation of a mechanism
for determining difficulty of a question paper in accordance
with an illustrative embodiment.

DETAILED DESCRIPTION

The illustrative embodiments provide a mechanism for
determining the comprehensiveness of a question paper
given the syllabus of topics. As data processing systems
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become more fast and powerful and storage devices increase
in capacity, the amount of data available in various forms
and formats is increasing at a tremendous rate. In the
education domain, individuals not only complete under-
graduate or post graduate classes but also continue learning,
which happens in industries or areas of work of the indi-
vidual. For assessing knowledge, various forms of tests are
conducted by presenting question papers to the individuals
and then evaluating their performance based on answers
provided.

For effective evaluation, the quality and comprehensive-
ness or coverage of various topics/aspects of the syllabus is
an important factor. Today, there are ways to manually or
automatically generate question papers. For example, auto-
mated tools may be provided to generate question papers
given a syllabus of topics. However, a good question paper
is one that comprehensively covers all of the topics of a
given syllabus. Due to a lack of tools to evaluate the
comprehensiveness of a question paper, people do not
consider measuring the comprehensiveness of a test. Rather,
the person who designs the test likely follows certain
guidelines with the assumption the question paper will cover
all the necessary topics.

The illustrative embodiments provide a tool that auto-
matically determines the comprehensiveness of a question
paper or test. The illustrative embodiments provide a mecha-
nism to evaluate an input question paper against a given
syllabus and output a set of measures indicating various
aspects of the paper, such as comprehensiveness, topic
coverage, and difficulty. Given the questions, the mechanism
attempts to find the most accurate answer and corresponding
evidences from the syllabus. Every item of evidence is
analyzed to determine the concept it covers. A concept may
be associated with other concepts that support the main
concept of the evidence. They syllabus itself is associated
with many topics. The mechanism analyzes the topics and
concepts of a particular question to determine the difficulty
level of the question in particular and also the complete
question set in the paper.

A “mechanism,” as used herein, may be an implementa-
tion of the functions or aspects of the illustrative embodi-
ments in the form of an apparatus, a procedure, or a
computer program product. The mechanisms described
herein may be implemented as specialized hardware, soft-
ware executing on general purpose hardware, software
instructions stored on a medium such that the instructions
are readily executable by specialized or general purpose
hardware, a procedure or method for executing the func-
tions, or a combination of the above.

FIGS. 1-3 are directed to describing an example Question/
Answer, Question and Answer, or Question Answering (QA)
system, methodology, and computer program product with
which the mechanisms of the illustrative embodiments may
be implemented. As will be discussed in greater detail
hereafter, the illustrative embodiments may be integrated in,
and may augment and extend the functionality of, these QA
mechanisms with regard to automatically generating testing/
training questions and answers by performing pattern based
analysis and natural language processing techniques on the
given corpus for quick domain adaptation.

Thus, it is important to first have an understanding of how
question and answer creation in a QA system may be
implemented before describing how the mechanisms of the
illustrative embodiments are integrated in and augment such
QA systems. It should be appreciated that the QA mecha-
nisms described in FIGS. 1-3 are only examples and are not
intended to state or imply any limitation with regard to the

10

15

20

25

30

35

40

45

50

55

60

65

4

type of QA mechanisms with which the illustrative embodi-
ments may be implemented. Many modifications to the
example QA system shown in FIGS. 1-3 may be imple-
mented in various embodiments of the present invention
without departing from the spirit and scope of the present
invention.

QA mechanisms operate by accessing information from a
corpus of data or information (also referred to as a corpus of
content), analyzing it, and then generating answer results
based on the analysis of this data. Accessing information
from a corpus of data typically includes: a database query
that answers questions about what is in a collection of
structured records, and a search that delivers a collection of
document links in response to a query against a collection of
unstructured data (text, markup language, etc.). Conven-
tional question answering systems are capable of generating
answers based on the corpus of data and the input question,
verifying answers to a collection of questions for the corpus
of data, correcting errors in digital text using a corpus of
data, and selecting answers to questions from a pool of
potential answers, i.e., candidate answers.

Content creators, such as article authors, electronic docu-
ment creators, web page authors, document database cre-
ators, and the like, may determine use cases for products,
solutions, and services described in such content before
writing their content. Consequently, the content creators
may know what questions the content is intended to answer
in a particular topic addressed by the content. Categorizing
the questions, such as in terms of roles, type of information,
tasks, or the like, associated with the question, in each
document of a corpus of data may allow the QA system to
more quickly and efficiently identify documents containing
content related to a specific query. The content may also
answer other questions that the content creator did not
contemplate that may be useful to content users. The ques-
tions and answers may be verified by the content creator to
be contained in the content for a given document. These
capabilities contribute to improved accuracy, system perfor-
mance, machine learning, and confidence of the QA system.
Content creators, automated tools, or the like, may annotate
or otherwise generate metadata for providing information
useable by the QA system to identify these question and
answer attributes of the content.

Operating on such content, the QA system generates
answers for input questions using a plurality of intensive
analysis mechanisms, which evaluate the content to identify
the most probable answers, i.e., candidate answers, for the
input question. The illustrative embodiments leverage the
work already done by the QA system to automatically
generate testing/training questions and answers by perform-
ing pattern based analysis and natural language processing
techniques on the given corpus for quick domain adaptation,

FIG. 1 depicts a schematic diagram of one illustrative
embodiment of a question/answer creation (QA) system 100
in a computer network 102. One example of a question/
answer generation which may be used in conjunction with
the principles described herein is described in U.S. Patent
Application Publication No. 2011/0125734, which is herein
incorporated by reference in its entirety. The QA system 100
may be implemented on one or more computing devices 104
(comprising one or more processors and one or more memo-
ries, and potentially any other computing device elements
generally known in the art including buses, storage devices,
communication interfaces, and the like) connected to the
computer network 102. The network 102 may include mul-
tiple computing devices 104 in communication with each
other and with other devices or components via one or more
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wired and/or wireless data communication links, where each
communication link may comprise one or more of wires,
routers, switches, transmitters, receivers, or the like. The QA
system 100 and network 102 may enable question/answer
(QA) generation functionality for one or more QA system
users via their respective computing devices 110, 112. Other
embodiments of the QA system 100 may be used with
components, systems, sub-systems, and/or devices other
than those that are depicted herein.

The QA system 100 may be configured to implement a
QA system pipeline 108 that receive inputs from various
sources. For example, the QA system 100 may receive input
from the network 102, a corpus of electronic documents 106,
QA system users, or other data and other possible sources of
input. In one embodiment, some or all of the inputs to the
QA system 100 may be routed through the network 102. The
various computing devices 104 on the network 102 may
include access points for content creators and QA system
users. Some of the computing devices 104 may include
devices for a database storing the corpus of data 106 (which
is shown as a separate entity in FIG. 1 for illustrative
purposes only). Portions of the corpus of data 106 may also
be provided on one or more other network attached storage
devices, in one or more databases, or other computing
devices not explicitly shown in FIG. 1. The network 102
may include local network connections and remote connec-
tions in various embodiments, such that the QA system 100
may operate in environments of any size, including local and
global, e.g., the Internet.

In one embodiment, the content creator creates content in
a document of the corpus of data 106 for use as part of a
corpus of data with the QA system 100. The document may
include any file, text, article, or source of data for use in the
QA system 100. QA system users may access the QA system
100 via a network connection or an Internet connection to
the network 102, and may input questions to the QA system
100 that may be answered by the content in the corpus of
data 106. In one embodiment, the questions may be formed
using natural language. The QA system 100 may interpret
the question and provide a response to the QA system user,
e.g., QA system user 110, containing one or more answers to
the question. In some embodiments, the QA system 100 may
provide a response to users in a ranked list of candidate
answers.

The QA system 100 implements QA system pipeline 108,
which comprises a plurality of stages for processing an input
question, the corpus of data 106, and generating answers for
the input question based on the processing of the corpus of
data 106. The QA system pipeline 108 will be described in
greater detail hereafter with regard to FIG. 3.

In some illustrative embodiments, the QA system 100
may be the Watson™ QA system available from Interna-
tional Business Machines Corporation of Armonk, N.Y.,
which is augmented with the mechanisms of the illustrative
embodiments described hereafter. The Watson™ QA system
may receive an input question, which it then parses to extract
the major features of the question, which in turn are then
used to formulate queries that are applied to the corpus of
data. Based on the application of the queries to the corpus of
data, a set of hypotheses, or candidate answers to the input
question, are generated by looking across the corpus of data
for portions of the corpus of data that have some potential
for containing a valuable response to the input question.

The Watson™ QA system then performs deep analysis on
die language of the input question and the language used in
each of the portions of the corpus of data found during the
application of the queries using a variety of reasoning
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algorithms. There may be hundreds or even thousands of
reasoning algorithms applied, each of which performs dif-
ferent analysis, e.g., comparisons, and generates a score. For
example, some reasoning algorithms may look at the match-
ing of terms and synonyms within the language of the input
question and the found portions of the corpus of data. Other
reasoning algorithms may look at temporal or spatial fea-
tures in the language, while others may evaluate the source
of the portion of the corpus of data and evaluate its veracity.

The scores obtained from the various reasoning algo-
rithms indicate the extent to which the potential response is
inferred by the input question based on the specific area of
focus of that reasoning algorithm. Each resulting score is
then weighted against a statistical model. The statistical
model captures how well the reasoning algorithm performed
at establishing the inference between two similar passages
for a particular domain during the training period of the
Watson™ QA system. The statistical model may then be
used to summarize a level of confidence that the Watson™
QA system has regarding the evidence that the potential
response, candidate answer, is inferred by the question. This
process may be repeated for each of the candidate answers
until the Watson™ QA system identifies candidate answers
that surface as being significantly stronger than others and
thus, generates a final answer, or ranked set of answers, for
the input question. More information about the Watson™
QA system may be obtained, for example, from the IBM
Corporation website, IBM Redbooks, and the like. For
example, information about the Watson™ QA system can be
found in Yuan et al., “Watson and Healthcare,” IBM devel-
operWorks, 2011 and “The Era of Cognitive Systems: An
Inside Look at IBM Watson and How it Works” by Rob
High, IBM Redbooks, 2012.

FIG. 2 is a block diagram of an example data processing
system in which aspects of the illustrative embodiments may
be implemented. Data processing system 200 is an example
of'a computer, such as server 104 or client 110 in FIG. 1, in
which computer usable code or instructions implementing
the processes for illustrative embodiments of the present
invention may be located. In one illustrative embodiment,
FIG. 2 represents a server computing device, such as a server
104, which, which implements a QA system 100 and QA
system pipeline 108 augmented to include the additional
mechanisms of the illustrative embodiments described here-
after.

In the depicted example, data processing system 200
employs a hub architecture including north bridge and
memory controller hub (NB/MCH) 202 and south bridge
and input/output (I/O) controller hub (SB/ICH) 204. Pro-
cessing unit 206, main memory 208, and graphics processor
210 are connected to NR/MCH 202. Graphics processor 210
may be connected to NR/MCH 202 through an accelerated
graphics port (AGP).

In the depicted example, local area network (LAN)
adapter 212 connects to SB/ICH 204. Audio adapter 216,
keyboard and mouse adapter 220, modem 222, read only
memory (ROM) 224, hard disk drive (HDD) 226, CD-ROM
drive 230, universal serial bus (USB) ports and other com-
munication ports 232, and PCI/PCle devices 234 connect to
SB/ICH 204 through bus 238 and bus 240. PCI/PCle devices
may include, for example, Ethernet adapters, add-in cards,
and PC cards for notebook computers. PCI uses a card bus
controller, while PCle does not. ROM 224 may be, for
example, a flash basic input/output system (BIOS).

HDD 226 and CD-ROM drive 230 connect to SB/ICH
204 through bus 240. HDD 226 and CD-ROM drive 230
may use, for example, an integrated drive electronics (IDE)
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or serial advanced technology attachment (SATA) interface.
Super /O (SIO) device 236 may be connected to SB/ICH
204.

An operating system runs on processing unit 206. The
operating system coordinates and provides control of vari-
ous components within the data processing system 200 in
FIG. 2. As a client, the operating system may be a commer-
cially available operating system much as Microsoft® Win-
dows 7®. An object-oriented programming system, such as
the Java™ programming system, may run in conjunction
with the operating system and provides calls to the operating
system from Java™ programs or applications executing on
data processing system 200.

As a server, data processing system 200 may be, for
example, an IBM® eServer™ System p® computer system,
running the Advanced Interactive Executive (AIX®) oper-
ating system or the LINUX® operating system. Data pro-
cessing system 200 may be a symmetric multiprocessor
(SMP) system including a plurality of processors in pro-
cessing unit 206. Alternatively, a single processor system
may be employed.

Instructions for the operating system, the object-oriented
programming system, and applications or programs are
located on storage devices, such as HDD 226, and may be
loaded into main memory 208 for execution by processing
unit 206. The processes for illustrative embodiments of the
present invention may be performed by processing unit 206
using computer usable program code, which may be located
in a memory such as, for example, main memory 208, ROM
224, or in one or more peripheral devices 226 and 230, for
example.

A bus system, such as bus 238 or bus 240 as shown in
FIG. 2, may be comprised of one or more buses. Of course,
the bus system may be implemented using any type of
communication fabric or architecture that provides for a
transfer of data between different components or devices
attached to the fabric or architecture. A communication unit,
such as modem 222 or network adapter 212 of FIG. 2, may
include one or more devices used to transmit and receive
data. A memory may be, for example, main memory 208,
ROM 224, or a cache such as found in INB/MCH 202 in
FIG. 2.

Those of ordinary skill in the art will appreciate that the
hardware depicted in FIGS. 1 and 2 may vary depending on
the implementation. Other internal hardware or peripheral
devices, such as flash memory, equivalent non-volatile
memory, or optical disk drives and the like, may be used in
addition to or in place of the hardware depicted in FIGS. 1
and 2. Also, the processes of the illustrative embodiments
may be applied to a multiprocessor data processing system,
other than the SMP system mentioned previously, without
departing from the spirit and scope of the present invention.

Moreover, the data processing system 200 may take the
form of any of a number of different data processing systems
including client computing devices, server computing
devices, a tablet computer, laptop computer, telephone or
other communication device, a personal digital assistant
(PDA), or the like. In some illustrative examples, data
processing system 200 may be a portable computing device
that is configured with flash memory to provide non-volatile
memory for storing operating system files and/or user-
generated data, for example. Essentially, data processing
system 200 may be any known or later developed data
processing system without architectural limitation.

FIG. 3 illustrates a QA system pipeline for processing an
input question in accordance with one illustrative embodi-
ment. The QA system pipeline of FIG. 3 may be imple-
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mented, for example, as QA system pipeline 108 of QA
system 100 in FIG. 1. It should be appreciated that the stages
of the QA system pipeline shown in FIG. 3 may be imple-
mented as one or more software engines, components, or the
like, which are configured with logic for implementing the
functionality attributed to the particular stage. Each stage
may be implemented using one or more of such software
engines, components or the like. The software engines,
components, etc. may be executed on one or more proces-
sors of one or more data processing systems or devices and
may utilize or operate on data stored in one or more data
storage devices, memories, or the like, on one or more of the
data processing systems. The QA system pipeline of FIG. 3
may be augmented, for example, in one or more of the stages
to implement the improved mechanism of the illustrative
embodiments described hereafter, additional stages may be
provided to implement the improved mechanism, or separate
logic from the pipeline 300 may be provided for interfacing
with the pipeline 300 and implementing the improved func-
tionality and operations of the illustrative embodiments.

As shown in FIG. 3, the QA system pipeline 300 com-
prises a plurality of stages 310-380 through which the QA
system operates to analyze an input question and generate a
final response. In an initial question input stage 310, the QA
system receives an input question that is presented in a
natural language format. That is, a user may input, via a user
interface, an input question for which the user wishes to
obtain an answer, e.g., “Who are Washington’s closest
advisors?” In response to receiving the input question, the
next stage of the QA system pipeline 500, i.e., the question
and topic analysis stage 320, parses the input question using
natural language processing (NLP) techniques to extract
major features from the input question, classify the major
features according to types, e.g., names, dates, or any of a
plethora of other defined topics. For example, in the example
question above, the term “who” may be associated with a
topic for “persons” indicating that the identity of a person is
being sought, “Washington” may be identified as a proper
name of a person with which the question is associated,
“closest” may be identified as a word indicative of proximity
or relationship, and “advisors” may be indicative of a noun
or other language topic.

The identified major features may then be used during the
question decomposition stage 330 to decompose the ques-
tion into one or more queries that may be applied to the
corpora, of data/information 345 in order to generate one or
more hypotheses. The queries may be generated in any
known or later developed query language, such as the
Structure Query Language (SQL), or the like. The queries
may be applied to one or more databases storing information
about the electronic texts, documents, articles, websites, and
the like, that make up the corpora of data/information 345.
That is, these various sources themselves, different collec-
tions of sources, and the like, may represent a different
corpus 347 within the corpora 345. There may be different
corpora 347 defined for different collections of documents
based on various criteria depending upon the particular
implementation. For example, different corpora may be
established for different topics, subject matter categories,
sources of information, or the like. As one example, a first
corpus may be associated with healthcare documents while
a second corpus may be associated with financial docu-
ments. Alternatively, one corpus may be documents pub-
lished by the U.S. Department of Energy while another
corpus may be IBM Redbooks documents. Any collection of
content having some similar attribute may be considered to
be a corpus 347 within the corpora 345.
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The queries may be applied to one or more databases
storing information about the electronic texts, documents,
articles, websites, and the like, that make up the corpus of
data/information, e.g., the corpus of data 106 in FIG. 1. The
queries being applied to the corpus of data/information at the
hypothesis generation stage 340 to generate results identi-
fying potential hypotheses for answering the input question
which can be evaluated. That is, the application of the
queries results in the extraction of portions of the corpus of
data/information matching the criteria of the particular
query. These portions of the corpus may then be analyzed
and used, during the hypothesis generation stage 340, to
generate hypotheses for answering the input question. These
hypotheses are also referred to herein as “candidate
answers” for the input question. For any input question, at
this stage 340, there may be hundreds of hypotheses or
candidate answers generated that may need to be evaluated.

The QA system pipeline 300, in stage 350, then performs
a deep analysis and comparison of the language of the input
question and the language of each hypothesis or “candidate
answer” as well as performs evidence scoring to evaluate the
likelihood that the particular hypothesis is a correct answer
for the input question. As mentioned above, this may involve
using a plurality of reasoning algorithms, each performing a
separate type of analysis of the language of the input
question and/or content of the corpus that provides evidence
in support of or not, of the hypothesis. Each reasoning
algorithm generates a score based on the analysis it per-
forms, which indicates a measure of relevance of the indi-
vidual portions of the corpus of data/information extracted
by application of the queries as well as a measure of the
correctness of the corresponding hypothesis, i.e., a measure
of confidence in the hypothesis.

In the synthesis stage 360, the large number of relevance
scores generated by the various reasoning algorithms may be
synthesized into confidence scores for the various hypoth-
eses. This process may involve applying weights to the
various scores, where the weights have been determined
through training of the statistical model employed by the QA
system and/or dynamically updated, as described hereafter.
The weighted scores may be processed in accordance with
a statistical model generated through training of the QA
system that identifies a manner by which these scores may
be combined to generate a confidence score or measure for
the individual hypotheses or candidate answers. This con-
fidence score or measure summarizes the level of confidence
that the QA system has about the evidence that the candidate
answer is inferred by the input question, i.e., that the
candidate answer is the correct answer for the input ques-
tion.

The resulting confidence scores or measures are processed
by a final confidence merging and ranking stage 370 which
may compare the confidence scores and measures, compare
them against predetermined thresholds, or perform any other
analysis on the confidence scores to determine which
hypotheses/candidate answers are the most likely to be the
answer to the input question. The hypotheses/candidate
answers may be ranked according to these comparisons to
generate a ranked listing of hypotheses/candidate answers
(hereafter simply referred to as “candidate answers”). From
the ranked listing of candidate answers, at stage 380, a final
answer and confidence score, or final set of candidate
answers and confidence scores, may be generated and output
to the submitter of the original input question.

After stage 380, or as part of stage 380, the set of
candidate answers is output via a graphical user interface,
which provides the user with tools for collaborating with the
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QA system to review, evaluate, and modify the listing of
candidate answers and the evidence associated with these
candidate answers that is evaluated by the QA system. That
is, at stage 390, the graphical user interface engine not only
receives the final ranked listing of candidate answers gen-
erated by the QA system pipeline 300, but also receives the
underlying evidence information for each of the candidate
answers from the hypothesis and evidence scoring stage
350, and uses this information to generate a graphical user
interface outputting the ranked listing of candidate answers
and an output of the selected portions of the corpus of
data/information that supports, and/or detracts, from the
candidate answers being the correct answer for the input
question, referred to hereafter as the “evidence passages.”
Stage 390 may also cache candidate answers and evidence
in QA cache 395 to more quickly provide answers and
supporting evidence for recently or frequently asked ques-
tions.

FIG. 4 is a block diagram illustrating a system for
determining the comprehensiveness of a question paper
given the syllabus of topics in accordance with an illustra-
tive embodiment, Question answering (QA) system 400
receives question paper 401 and syllabus of topics 402.
Question paper 401 consists of a plurality of questions
;s - - - 5 9,,) for testing an individual’s understanding or
comprehension of the topics of syllabus 402, which com-
prises all the relevant documents and topics of a domain.
Syllabus 402 may also be referred to as a corpus. Syllabus
402 is in the form of text consisting of topics (t;, . . ., t,).

QA system 400 determines how comprehensive the ques-
tion paper 401 is with respect to syllabus 402 and the
difficulty level and amount of syllabus 402 covered by
question paper 401. Answer and evidence (AE) generator
403 receives question paper 401 and syllabus 402 and for
each question in question paper 401, attempts to find the
most accurate answer and corresponding evidences from
syllabus 402. Concept identifier 404 analyzes the evidence
in syllabus 402 to determine the concepts covered by the
answers and evidences.

Concept-to-topic mapper 405 associates each concept
with other concepts that support the main concept of the
evidence. For the identified concepts, concept-to-topic map-
per 405 maps the concepts back to the topic to which they
belong. For example, if the topic span from text location (1,
2,...,1,1+1, ..., n) and concept spans from (i, . . . , i+k),
which is a subset of the previous set, then concept-to-topic
mapper 405 would derive that concept belongs to that topic.

Difficulty and coverage calculator 406 determines the
coverage of syllabus 402 by question paper 401 and the
difficulty of the question paper 401 and outputs the cover-
age/difficulty 407. The coverage/difficulty output 407 may
indicate, for example, how difficult the question paper is
(e.g., a score between 1 and 10), how much of the syllabus
is covered (e.g., a score between 1 and 10 or a percentage),
whether each individual topic is covered by the question
paper, etc.

More specifically, to compute the topic coverage of a
question, the mechanism of the illustrative embodiment
finds the answer, A(q,), (or set of answers) from the syllabus
with the highest confidence using QA system 400. The
mechanism then identifies the evidence of the answer. Then,
the mechanism identifies all concepts in the evidence of
answers and all concepts supporting the concepts, C(A(qi)),
which are considered to be covered by question q,. The
mechanism then determines the coverage of the syllabus, S,
by a question paper, QP, as follows:
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Coverage(QP, S) = Length®s)

where Length is defined in terms of characters, words,
sentences or tuples in the syllabus, S.

The mechanism determines the difficulty of the question
paper by first determining that the depth of a covered topic
is a function of the complexity of the concepts related to that
topic. Given a question qi, the mechanism first builds a tree
with the central topic t; as a root node and tj as a child node
if concepts of t; help in understanding the concept of t,. The
mechanism then builds this tree until the mechanism reaches
the fundamental concepts covered by the topic t,, which is
leaf node. The mechanism determines the difficulty of a
question as follows:

Difficulty(q,,)=Depth(Z¥(z, 1),

where Tr is the tree as described above. The mechanism
then determines the difficulty of the question paper as
follows:

Difficulty(QF,.S)=Depth(forest:7r, )

where the forest:Tr,  ,, is the combination of all trees
built from the questions in the question paper, perhaps
pruned, and the depth is the depth of deepest tree.

In alternative embodiments, the mechanism may deter-
mine the difficulty to be a function of the depths of the trees
corresponding to the questions of the question paper. For
example, the mechanism may determine the difficulty of the
question paper to be an average of the tree depths, a median
of the tree depths, or some other function representing an
overall assessment of the depth of the concepts covered by
the questions in the question paper.

FIG. 5 illustrates a forest of trees of concepts covered by
questions in a question paper in accordance with an illus-
trative embodiment. Complexity of a concept depends on
where it is first defined, how many other concepts are used
to define this concept, and their complexity (depth of the
topic in the scope of the text). The complexity of a question,
q;, depends on the complexity of the topics in C(A(q,)),

Thus, in the example shown in FIG. 5, if the answer to a
question is found in topic 1, and evidence and support for the
answer exists in topic 3 and topic 6, then depth of this topic
would be 3 and the difficulty of the question would be 3. If
evidence and support for the answer exists in topic 3, topic
5, and topic 9, then the depth of this topic would be 4 and
the difficulty of the question would be 4.

In the depicted example, the topics 1-16 may make up a
forest for the trees built based on questions of a question
paper. In this example, the maximum depth is 4; therefore,
the difficulty of the question paper would be 4.

As an example, consider a “Virtual Memory” topic in a
syllabus entitled, “Operating System Concepts.” The
mechanism of the illustrative embodiments may be given
this syllabus and a question paper. The topic, “Virtual
Memory,” my cover the following concepts: Multiprogram-
ming, Paging, Page Replacement Algorithms (LRU, FIFO,
etc.), Thrashing, Page Fault, Belady’s Anomaly, Locality of
Reference, Memory Mapped 10, and so on. Now, assume the
question paper has many questions, one of which is related
to Belady’s Anomaly. For answering this question, an indi-
vidual must have knowledge of concepts like Paging, Page
Fault, and Belady’s Anomaly. The Breadth/Coverage of the
“Virtual Memory” topic covered by this question would be
a function of the coverage of the concepts Paging, Page
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Fault, and Belady’s Anomaly in the overall syllabus. The
depth/complexity of the “Virtual Memory” topic covered by
this question would be a function of the complexity of the
concepts Paging, Page Fault, and Belady’s Anomaly in the
overall syllabus.

An output for this question for the “Virtual Memory”
topic would be X breadth/coverage and Y depth/complexity
for all the measures. As a final output, the comprehensive-
ness for the question paper would be a function of the output
of each measure for all the questions of the question paper.

The above aspects and advantages of the illustrative
embodiments of the present invention will be described in
greater detail hereafter with reference to the accompanying
figures. It should be appreciated that the figures are only
intended to be illustrative of exemplary embodiments of the
present invention. The present invention may encompass
aspects, embodiments, and modifications to the depicted
exemplary embodiments not explicitly shown in the figures
but would be readily apparent to those of ordinary skill in the
art in view of the present description of the illustrative
embodiments.

As will be appreciated by one skilled in the art, aspects of
the present invention may be embodied as a system, method,
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in
any one or more computer readable medium(s) having
computer usable program code embodied thereon.

Any combination of one or more computer readable
medium(s) may be utilized. The computer readable medium
may be a computer readable signal medium or a computer
readable storage medium. A computer readable storage
medium is a system, apparatus, or device of an electronic,
magnetic, optical, electromagnetic, or semiconductor nature,
any suitable combination of the foregoing, or equivalents
thereof. More specific examples (a non-exhaustive list) of
the computer readable storage medium would include the
following: an electrical device having a storage capability, a
portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory), an optical fiber based device, a portable compact
disc read-only memory (CDROM), an optical storage
device, a magnetic storage device, or any suitable combi-
nation of the foregoing. In the context of this document, a
computer readable storage medium is any tangible medium
that can contain or store a program for use by, or in
connection with, an instruction execution system, apparatus,
or device.

In some illustrative embodiments, the computer readable
medium is a non-transitory computer readable medium. A
non-transitory computer readable medium is any medium
that is not a disembodied signal or propagation wave, i.e.,
pure signal or propagation wave per se. A non-transitory
computer readable medium may utilize signals and propa-
gation waves, but is not the signal or propagation wave itself
Thus, for example, various forms of memory devices, and
other types of systems, devices, or apparatus, that utilize
signals in any way, such as, for example, to maintain their
state, may be considered to be non-transitory computer
readable media within the scope of the present description.
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A computer readable signal medium, on the other hand,
may include a propagated data signal with computer read-
able program code embodied therein, for example, in a
baseband or as part of a carrier wave. Such a propagated
signal may take any of a variety of forms, including, but not
limited to, electro-magnetic, optical, or any suitable combi-
nation thereof. A computer readable signal medium may be
any computer readable medium that is not a computer
readable storage medium and that can communicate, propa-
gate, or transport a program for use by or in connection with
an instruction execution system, apparatus, or device. Simi-
larly, a computer readable storage medium is any computer
readable medium that is not a computer readable signal
medium.

Computer code embodied on a computer readable
medium may be transmitted using any appropriate medium,
including but not limited to wireless, wireline, optical fiber
cable, radio frequency (RF), etc., or any suitable combina-
tion thereof.

Computer program code for carrying out operations for
aspects of the present invention may be written in any
combination of one or more programming languages,
including an object oriented programming language such as
Java™, Smalltalk™, C++, or the like, and conventional
procedural programming languages, such as the “C” pro-
gramming language or similar programming languages. The
program code may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer, or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider).

Aspects of the present invention are described below with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems and computer program prod-
ucts according to the illustrative embodiments of the inven-
tion. It will be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks in the flowchart illustrations and/or block diagrams,
can be implemented by computer program instructions.
These computer program instructions may be provided to a
processor of a general purpose computer, special purpose
computer, or other programmable data processing apparatus
to produce a machine, such that the instructions, which
execute via the processor of the computer or other program-
mable data processing apparatus, create means for imple-
menting the functions/acts specified in the flowchart and/or
block diagram block or blocks.

These computer program instructions may also be stored
in a computer readable medium that can direct a computer,
other programmable data processing apparatus, or other
devices to function in a particular manner, such that the
instructions stored in the computer readable medium pro-
duce an article of manufacture including instructions that
implement the function/act specified in the flowchart and/or
block diagram block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps
to be performed on the computer, other programmable
apparatus, or other devices to produce a computer imple-
mented process such that the instructions which execute on
the computer or other programmable apparatus provide
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processes for implementing the functions/acts specified in
the flowchart and/or block diagram block or blocks.

FIG. 6 is a flowchart illustrating operation of a mechanism
for determining coverage of a syllabus by a question paper
in accordance with an illustrative embodiment. Operation
begins (block 600), and for each question (block 601), the
mechanism finds an answer from the syllabus with a highest
confidence (block 602). The mechanism determines evi-
dence of the answer in topics and concepts of the syllabus
(block 603). The mechanism then determines whether the
question is the last question in the question paper (block
604). If the question is not the last question, operation
returns to block 601 to consider the next question.

If the question is the last question in the question paper in
block 604, the mechanism determines coverage of the syl-
labus by the question paper (block 605). The mechanism
determines the coverage of the syllabus by determining a
number of concepts providing evidence for or supporting the
answers of the questions relative to a number of concepts in
the syllabus. Thereafter, operation ends (block 606).

In one embodiment, the mechanism determines for each
question the concepts in the evidence of the answer to the
question and all the concepts that support those concepts.
The mechanism sets those concepts as the concepts covered
by the question. The mechanism then determines a union of
all of concepts covered by the questions in the question
paper. The mechanism determines a length of union of the
concepts covered by the question paper and divides that by
the length of the syllabus. The mechanism may determine
length in terms of characters, words, sentences, or tuples.

FIG. 7 is a flowchart illustrating operation of a mechanism
for determining difficulty of a question paper in accordance
with an illustrative embodiment. Operation begins (block
700), and for each question (block 701), the mechanism
finds an answer from the syllabus with a highest confidence
(block 702). The mechanism builds a tree of topics contrib-
uting to the answer (block 703) and determines a depth of
the tree (block 704). Then, the mechanism determines the
difficulty of the question to be the depth of the tree (block
705). The mechanism then determines whether the question
is the last question in the question paper (block 706). If the
question is not the last question, operation returns to Hock
701 to consider the next question.

If the question is the last question in the question paper in
block 706, the mechanism builds a forest of the trees (block
707). The mechanism performs tree pruning (block 708).
The mechanism then determines a depth of the forest (block
709). The mechanism determines the difficulty of the ques-
tion paper to be the depth of the forest (block 710). There-
after, operation ends (block 711).

In alternative embodiments, the mechanism may deter-
mine the difficulty to be a function of the depths of the trees
corresponding to the questions of the question paper. For
example, the mechanism may determine the difficulty of the
question paper to be an average of the tree depths, a median
of the tree depths, or some other function representing an
overall assessment of the depth of the concepts covered by
the questions in the question paper.

As noted above, it should be appreciated that the illus-
trative embodiments may take the form of an entirely
hardware embodiment, an entirely software embodiment or
an embodiment containing both hardware and software
elements. In one example embodiment, the mechanisms of
the illustrative embodiments are implemented in software or
program code, which includes but is not limited to firmware,
resident software, microcode, etc.
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A data processing system suitable for storing and/or
executing program code will include at least one processor
coupled directly or indirectly to memory elements through a
system bus. The memory elements can include local
memory employed during actual execution of the program
code, bulk storage, and cache memories which provide
temporary storage of at least some program code in order to
reduce the number of times code must be retrieved from bulk
storage during execution.

Input/output or I/O devices (including but not limited to
keyboards, displays, pointing devices, etc.) can be coupled
to the system either directly or through intervening /O
controllers. Network adapters may also be coupled to the
system to enable the data processing system to become
coupled to other data processing systems or remote printers
or storage devices through intervening private or public
networks. Modems, cable modems and Ethernet cards are
just a few of the currently available types of network
adapters.

The description of the present invention has been pre-
sented for purposes of illustration and description, and is not
intended to be exhaustive or limited to the invention in the
form disclosed. Many modifications and variations will be
apparent to those of ordinary skill in the art. The embodi-
ment was chosen and described in order to best explain the
principles of the invention, the practical application, and to
enable others of ordinary skill in the art to understand the
invention for various embodiments with various modifica-
tions as are suited to the particular use contemplated.

What is claimed is:
1. A method, in a data processing system, for determining
comprehensiveness of a question paper given a syllabus of
topics, the method comprising:
finding, by an answer and evidence generator of a ques-
tion answering system executing on the data processing
system, one or more answers based on the syllabus of
topics for each question in the question paper;

identifying, by the answer and evidence generator, evi-
dence for the one or more answers in the syllabus for
each question in the question paper;

identifying, by a concept identifier of the question answer-

ing system, a set of concepts in the syllabus corre-
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sponding to the evidence for each question in the
question paper to form a plurality of sets of concepts;
and

determining a value for a comprehensiveness metric for

the question paper with respect to the syllabus of topics
based on the plurality of sets of concepts, wherein the
comprehensiveness metric comprises a coverage met-
ric, wherein determining the value for the comprehen-
siveness metric comprises determining a union of the
plurality of sets of concepts and determining a value of
the coverage metric for the question paper to be equal
to a length of the union of the plurality of sets of
concepts divided by a length of the syllabus to form a
result.

2. The method of claim 1, wherein finding the one or more
answers in the syllabus of topics for each question in the
question paper comprises using the question answering
system to find one or more answers having a highest
confidence score for each question in the question paper.

3. The method of claim 1, wherein determining the set of
concepts for a given question comprises determining all
evidence concepts in the evidence of the one or more
answers and all support concepts that support the evidence
concepts, wherein the set of concepts comprises the evi-
dence concepts and the support concepts.

4. The method of claim 1, wherein the comprehensiveness
metric comprises a difficulty metric, wherein determining
the value for the comprehensiveness metric comprises:

mapping the sets of concepts to topics in the syllabus;
for each given question in the question paper, building a
tree of topics comprising a root node representing a
central topic, at least one child node representing a
topic having concepts that help in understanding con-
cepts of the central topic, and at least one leaf node
representing a topic having fundamental concepts; and

determining a value of a difficulty metric for the given
question to be equal to a depth of the tree.

5. The method of claim 4, wherein determining the value
for the comprehensiveness metric further comprises:

building a forest of the trees corresponding to the ques-

tions of the question paper; and

determining value of the difficulty metric for the question

paper to be equal to a depth of the forest.
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